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Deep Image Colorization : Overview 
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Deep Image Colorization : Overview 
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Deep Image Colorization : Overview 

Colorization 
Network

Colorized Result

Plausible colorization output, but not perfect yet



5

Deep Image Colorization : Color-Bleeding Artifacts 

Colorization 
Network

Colorized Result
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Ground Truth

Deep Image Colorization : Color-Bleeding Artifacts 

Colorized Result



Colorized Result
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Ground Truth

Deep Image Colorization : Color-Bleeding Artifacts 

Incorrect color spreading across the 
object boundaries makes the result unrealistic.
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Zhang et al., SIGGRAPH’17

Zhang et al., ECCV’16 Lee et al., CVPR’20

Su et al., CVPR’20

Color-Bleeding Artifacts in Existing Approaches

: color-bleeding regions
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Color-Bleeding Artifacts in Existing Approaches

Colorization quality along edges are significantly 
lower than that of other regions.
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Our Main Contribution

1. We propose a human-in-the-loop approach which can resolve the 
color-bleeding artifacts via a simple add-on module, which refines the 
edge-relevant representations of the back-bone model.

2. With only a reasonable amount of user effort, our approach achieves the 
SOTA results when applied to widely used baselines in both gray-scale 
and sketch colorization.

3. To compensate for the blind spot in PSNR and LPIPS, we propose a 
cluster discrepancy ratio which measures how precisely the model 
colorizes along the given edges.



Colorized results Edge-enhanced results

Let’s See How Our Method Works!
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Gray-scaled 
Input

Color-Bleeding 
Output

Proposed Method: Overall Workflow
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Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Enhanced 
Output

Proposed Method: Overall Workflow
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Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Enhanced 
Output

Scribble

Proposed Method: Overall Workflow
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Colorized Result

Generation of Pseudo Scribbles
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Colorized Result

Generation of Pseudo Scribbles

Gray-scale (L) Color (a) Color (b)

Color space where the lizard 
colors are determined!
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Generation of Pseudo Scribbles

Color space where the lizard 
colors are determined!

Colorized Result
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Generation of Pseudo Scribbles
Colorized Result

Ground Truth
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Generation of Pseudo Scribbles
Colorized Result

Ground Truth
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Generation of Pseudo Scribbles
Colorized Result

Ground Truth
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𝑆$%&'()

Generation of Pseudo Scribbles
Colorized Result

Ground Truth
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Proposed Method: Overall Workflow

Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Scribble

Generated Output
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Proposed Method: Overall Workflow

Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Pseudo Scribble

Generated Output

Pseudo scribbles are used during training 
as approximation for user scribble.
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Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Pseudo Scribble

Generated Output

ℒ!"# ℒ!"#

Ground Truth 
Output

Sobel filtered
Ground Truth

Sobel filtered
Generated Output

ℒ"$#" ℒ%&'

Proposed Method: Overall Workflow
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Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Pseudo Scribble

Generated Output

ℒ!"# ℒ!"#

Ground Truth 
Output

Sobel filtered
Ground Truth

Sobel filtered
Generated Output

ℒ"$#" ℒ%&'

Proposed Method: Overall Workflow

Edge enhancing network 𝐸 is trained with 1) edge-enhancing loss



26

Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Pseudo Scribble

Generated Output

ℒ!"# ℒ!"#

Ground Truth 
Output

Sobel filtered
Ground Truth

Sobel filtered
Generated Output

ℒ"$#" ℒ%&'

Proposed Method: Overall Workflow

Edge enhancing network 𝐸 is trained with 2) consistency loss
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Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Pseudo Scribble

Generated Output

ℒ!"# ℒ!"#

Ground Truth 
Output

Sobel filtered
Ground Truth

Sobel filtered
Generated Output

ℒ"$#" ℒ%&'

Proposed Method: Overall Workflow

Edge enhancing network 𝐸 is trained with 3) feature-regularization loss
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Initial Output Enhanced Output

Proposed Method: Edge-enhancing Loss

Edge-enhancing loss directly supervises learning of 
edge enhancement via sharp edge in ground truth. 
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Generated Output 𝐼

Ground Truth 𝐼"#

Proposed Method: Edge-enhancing Loss
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𝒮(𝐼"#,%&)

𝒮(𝐼%&)Generated Output 𝐼

Ground Truth 𝐼"#

Proposed Method: Edge-enhancing Loss
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𝒮(𝐼"#,%&)

𝒮(𝐼%&)Generated Output 𝐼

Ground Truth 𝐼"#

Pseudo Scribble

Proposed Method: Edge-enhancing Loss
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Generated Output 𝐼

Ground Truth 𝐼"#

ℒ"#$" = 𝔼%,'∈ℙ 𝑆 𝑥, 𝑦 − 𝑆$* 𝑥, 𝑦 +
+
,

𝑆 = 𝒮 𝐼,- , 𝑆./ = 𝒮 𝐼$*,,- .

𝒮(𝐼"#,%&)

𝒮(𝐼%&)

Proposed Method: Edge-enhancing Loss
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ℒ#$#%& = ℒ'()'

Proposed Method: Edge-enhancing Loss

Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Pseudo Scribble

Generated Output

ℒ!"# ℒ!"#
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Output
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Generated Output

ℒ"$#" ℒ%&'
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w/o Consistency Loss w/ Consistency Loss

Initial Output Enhanced Output

Proposed Method: Consistency Loss

Consistency Loss prevents the unintentional color 
changes which may appear outside of the annotated region.

: user scribble
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Gray-scaled 
Input

Generated 
Output

Proposed Method: Consistency Loss
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Edge Enhancing 
network 𝑬

Edge Enhancing 
network 𝑬

Gray-scaled 
Input

Generated 
Output

Proposed Method: Consistency Loss
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𝒮(𝐼'('#,%&)

𝒮(𝐼%&)

Initial Output 𝐼'('#

Generated Output 𝐼

Proposed Method: Consistency Loss
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𝒮(𝐼'('#,%&)

𝒮(𝐼%&)

Initial Output 𝐼'('#

Pseudo Scribble

Generated Output 𝐼

Proposed Method: Consistency Loss
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𝒮(𝐼'('#,%&)

𝒮(𝐼%&)

Initial Output 𝐼'('#

ℒ012 = 𝔼%,'∉4[ 𝑆 𝑥, 𝑦 − 𝑆565/ 𝑥, 𝑦 +
+]

Generated Output 𝐼

Proposed Method: Consistency Loss
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ℒ#$#%& = ℒ'()' + 𝜆*$+ℒ*$+

Proposed Method: Consistency Loss

Edge Enhancing 
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Proposed Method: Feature Regularization Loss

Edge Enhancing 
network 𝑬

Edge Enhancing 
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Input
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Generated Output

ℒ!"# ℒ!"#
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Sobel filtered
Generated Output

ℒ"$#" ℒ%&'

Feature-regularization Loss minimizes the excessive 
perturbations on the refinement of activation maps by 𝐸.
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ℒ#$#%& = ℒ'()' + 𝜆*$+ℒ*$+ +%
,

𝜆-')!ℒ-')!

Proposed Method: Feature Regularization Loss
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Color Bleeding Color Bleeding

Edge-enhancement Results: Gray-scale Colorization
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Color Bleeding Color BleedingUser Scribbles User Scribbles

Edge-enhancement Results: Gray-scale Colorization
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Color Bleeding Color BleedingUser Scribbles Enhanced Image Enhanced ImageUser Scribbles

Edge-enhancement Results: Gray-scale Colorization
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Our method achieves the SOTA colorization results in 
ImageNet, COCO-stuff, and Place205 against baselines.

Quantitative Result: PSNR & LPIPS
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Ground Truth Colorized Result #1 Colorized Result #2

“Result #1 looks less realistic than Result #2 
due to its color-bleeding effects.”

Limitations of PSNR and LPIPS
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Ground Truth Colorized Result #1 Colorized Result #2

PSNR
LPIPS

17.41
0.11

8.73
0.29

↑
↓

“Result #2 has the better 
colorization quality than Result #1 .”

Limitations of PSNR and LPIPS
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Ground Truth Colorized Result

: Colors for each pixel : Super-pixel cluster 
assigned in ground truth : Kernel size = 5 

From the colorized result, we count the pixels that has 

(a) the cluster (assigned in the ground truth) different from 
that of the center pixel in the kernel

Proposed Evaluation Metric: Cluster Discrepancy Ratio
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Ground Truth Colorized Result

: Colors for each pixel : Super-pixel cluster 
assigned in ground truth : Kernel size = 5 

From the colorized result, we count the pixels that has 

(a) the cluster (assigned in the ground truth) different from        
that of the center pixel in the kernel

(b) also the cluster (assigned in the colorized result) is the 
same as that of the center pixel in the kernel

Proposed Evaluation Metric: Cluster Discrepancy Ratio



51

Ground Truth Colorized Result

: Colors for each pixel : Super-pixel cluster 
assigned in ground truth : Kernel size = 5 

Cluster Discrepancy Ratio 
(CDR) 

(         )= 1 −

We calculate the ratio of two numbers and subtract it from one.

Proposed Evaluation Metric: Cluster Discrepancy Ratio
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Ground Truth Colorized Result #1 Colorized Result #2

PSNR 17.41 8.73↑
LPIPS 0.11 0.29↓

0.128 0.838CDR ↑

Proposed Evaluation Metric: Cluster Discrepancy Ratio
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Quantitative Result: Cluster Discrepancy Ratio

Our method achieves the SOTA colorization results in 
ImageNet, COCO-stuff, and Place205 against baselines.
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User #1 User #2 User #3 User #4Colorized Result

Even when the user scribbles are significantly varying given
the same color-bleeding images, our method robustly 
enhances the colorization results with such scribbles.

User Study Result: Robust Enhancement across Different Users
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Thank you for watching!
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Demo VideoProject PageArXiv

Please check more information 
about our paper at


